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Abstract—While robots possess many capabilities that may
positively influence human lives, their autonomous navigation and
sensing capabilities pose threats to user privacy. These threats
may be addressed at three key phases: data collection, data
retention, and data exposure. In this work, we discuss our prior,
current, and proposed robot design efforts to reduce privacy
violations during human-robot interaction (HRI). At the data
collection phase, we are currently exploring designs that enable
robots to inhibit data collection by blocking their own sensors. At
the data retention phase, we propose the exploration of privacy
preferences to inform designs that grant users greater control
over retained data. Finally, in the data exposure phase, we discuss
our prior works developing a privacy controller for appropriate
data exposure and generating task-planning strategies to limit
unintentional data exposure. Through this work, we hope to
protect user data and reduce the likelihood of harm to users.

Index Terms—privacy by design; privacy-preserving; data
privacy

I. INTRODUCTION

Robots have clear transformative potential to positively
impact users, such as older adults [1] or patients and medical
professionals in healthcare settings [2]. As robots become
increasingly present in human spaces, however, they are in turn
gaining increasing access to user data. Through a wide array of
actuators and sensors, many robots are able to autonomously
move within these spaces and collect continuous streams
of data about their environments and nearby humans [3]–
[7]. Ambient data collection is a well documented privacy
concern in stationary technologies such as smart home [8]–
[12] and surveillance [13], [14] devices, and a robot’s ability
to autonomously move significantly elevates the potential for
related risks. Any data that is collected by the robot may
subsequently be retained by companies [15], [16], exfiltrated
through adversarial attacks [17], [18], disclosed intentionally
by the robot to other users [19], or inferred based on the robot’s
behavior [20]. As a result, a user’s privacy may be violated to
varying degrees of severity.

With proper robot design, however, these risks may be
mitigated. Existing work has attempted to address privacy
concerns through design in a variety of ways. Some strategies
have focused on limitations to data collection through sensor-
redirection and avoidance [21]–[23], appropriate sensor selec-
tion [24], and blurred or low-resolution data capture [25], [26].

Fig. 1. A robot collecting audio data (left), processing and storing that data
(top), and exposing that data to others (right).

Other works have centered on limitations to unintentional data
exposure during task execution [20], [27], [28]. While these
strategies reduce some risks to user privacy, many gaps remain.

In this work, we discuss our prior, current and proposed
efforts to design robots for greater privacy-sensitivity. Each
of these works is intended to address privacy risks at the
phases of data collection, retention, and exposure utilizing a
research-through-design approach [29]–[31]. Our primary goal
is to develop privacy-sensitive robot designs that protect user
data and mitigate risks to everyday users with whom the robot
comes into contact. Throughout our work, we seek to address
the following questions:

• RQ1: How can a robot inhibit sensitive data collection
in a manner that is apparent and intuitive to users?

• RQ2: How can users gain greater awareness and control
of their data when it is retained by a robot?

• RQ3: How can inappropriate data exposure by a robot
be mitigated?

II. INHIBITING SENSITIVE DATA COLLECTION

To address privacy risks at the data collection phase, we
are currently exploring physical robot designs that enable a
robot to block its own sensors. As compared to existing work
that avoids sensitive data collection by redirecting sensors



or moving a robot away from data [21]–[23], we intend
to develop a robot prototype that is capable of blocking
data collection altogether. These designs may involve additive
mechanisms to temporarily cover sensors or utilize robot arms
to block sensors in a manner that resembles a human blocking
their eyes or ears. Ours is similar to an existing design that
utilizes an ultrasound jamming device to prevent ambient
smart speaker data collection [32]. Like this speaker design,
our designs will allow a robot to remain in the presence of
sensitive data rather than moving away from it. Additionally,
blocking sensors will entirely inhibit data collection rather than
redirecting collection toward other stimuli, in the case of visual
sensors, or moving out of audible range, in the case of auditory
sensors. Once we have developed our initial prototypes, we
plan to evaluate our designs in a user study. This evaluation
will involve the collection of data with unobstructed sensors,
followed by collection with sensors covered. Participants may
then review the collected data and report their perception of the
robot’s privacy-preserving capabilities (e.g., trust perception).
Through this work, we will begin to address RQ1.

III. EXPANDING USER CONTROL OF DATA RETENTION

While some data are unnecessary for a robot to properly
function, and can therefore be avoided, other data are re-
quired to accurately navigate, successfully complete tasks,
and adequately meet user preferences. In these cases, there is
an inherent trade-off between effective functionality and the
privacy risks that emerge from data retention by the robot.
To better understand this trade-off and develop corresponding
designs, we aim to (1) explore the privacy preferences of users
in the presence of privacy threats and (2) generate designs
that empower users to review and remove retained data in
accordance with these preferences.

Exploring User Privacy Preferences – To understand user
preferences in this context, we would like to conduct an
exploratory user study in which participants interact with a
robot that either has or does not have access to information
about that participant. This information can be provided by
the participant prior to the study session. Across multiple
scenarios, the robot can illustrate the advantages (i.e., meeting
user preferences) and disadvantages (i.e., the ability to expose
information to the experimenter) of retained data. Conversely,
a robot that does not possess this information can show-
case corresponding advantages (i.e., no capacity to violate
user privacy) and disadvantages (i.e., being unaware of user
preferences). Through this study, we may better understand
how users interpret and weigh the risks and benefits of data
retention by a robot. Similar studies have been conducted
to explore privacy preferences and expectations [33]–[36],
privacy trade-offs [37], [38], and the privacy paradox (i.e., the
disconnect between user privacy concerns and behavior) [39].
To our knowledge, these studies do not, however, simulate the
benefits and risks of retained data through real human-robot
interactions. Through this study, we would also like to explore
how users prefer to access the information a robot possesses.

This process may take the form of verbal interactions with the
robot or review of data through an accompanying interface.

Developing Data Management Prototypes – Based on
the findings of our privacy preference exploration and ex-
isting usable privacy heuristics [40], we would also like
to begin developing prototype designs that allow users to
review and remove data retained by a robot. Depending on
user preferences regarding the amount or type of retained
data, or the method by which users can access these data
(e.g., verbal disclosure by the robot, direct access to video
or audio recordings, or guided review on a robot’s screen),
our prototype designs may differ drastically. Once our initial
designs are prepared, we can comparatively evaluate them with
users (e.g., perception of usability) and iteratively improve
upon our designs. Regardless of the specific implementation,
we aim to improve the transparency of retained data and grant
users greater control over these data. Through these proposed
works, we hope to address RQ2.

IV. MANAGING DATA EXPOSURE

Based on the information a robot is allowed to collect and
retain, it may pose a negligible or substantial threat to user
privacy. However, these threats may be contained if a robot
is able to (1) appropriately navigate scenarios in which it is
expected to intentionally expose or withhold information and
(2) reduce unintentional data exposure implied by its actions.

Facilitating Appropriate Intentional Exposure – Within
our prior work, we have developed a privacy controller that is
able to determine the sensitivity level of a user’s data disclo-
sure based on several contextual factors (i.e., the sentiment,
topic, and details of the disclosure, along with details about
those involved in the disclosure) [19]. We then evaluated the
effectiveness and accuracy of the controller through a large
online user study that showcased a robot exposing fictional
user data based on its determined sensitivity level. Our findings
demonstrated that a robot utilizing the controller was perceived
as more privacy aware, trustworthy, and socially aware than
a baseline alternative. These results showed great promise for
the use of privacy controllers in human-robot interaction to
reduce inappropriate data exposure. We would therefore like
to build on these efforts in our future work by creating a more
sophisticated controller that is able to capture greater nuance
in complex data disclosure scenarios.

Limiting Unintentional Exposure – In our most recent
work, we additionally explored unintentional data exposure
that occurs when a robot’s actions imply its overarching task-
related goals. To reduce the likelihood of this type of exposure,
we generated three deceptive task-planning strategies (i.e.,
alternating, multitasking, and detour) intended to obfuscate the
robot’s goals and protect any information those goals might
imply about the users the robot served. Through our evaluation
of these strategies, we determined that all three were able to
reduce the likelihood of correct goal identification, however,
some strategies appeared unlikely to convince an observer
that the robot had alternative false goals. Through these prior
works, we have begun to answer RQ3.
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& ai: technological advances & normative dilemmas,” Robotics, AI and
the Future of Law, pp. 1–13, 2018.
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